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Abstract

Experience has shown that the current software engineering practice is inadequate for producing error-free software. Thus, software fault tolerance (SWFT) must be employed in developing complex safety-critical applications. However, developing applications which are capable of tolerating software errors is a challenging task because the developers have to conquer not only the complexity of the application but also the complexity of fault-tolerance protocols. A middleware which provides SWFT services and establishes a well-defined interface with the application modules will allow the application developer to focus solely on the application complexity. This paper presents such a middleware consisting of reusable SWFT components. It also explores the way these components interface with the application in order to tolerate faults in the application. The paper also reports our experience on using real-time and object-oriented features of the new standard of Ada (Ada95) for implementing the middleware.

1 Introduction

Software errors and inadequacies are currently accounted for a high percentage of failures in complex computer applications [1]. The main source of software faults is the improper design and/or implementation, resulting in the violation of the system specification. The current software engineering practice to achieve reliable software includes: (i) fault avoidance through extensive testing and verification, and (ii) fault tolerance through redundancy in system components [2]. Although an essential attribute of reliable software, software fault tolerance (SWFT) is not widely used in practice mainly because it is difficult to implement. Since SWFT schemes are mostly non-transparent to the application, the application developers have to deal with the complexity of both the application as well as the chosen SWFT scheme. An effort to identify generic components of the SWFT schemes and to establish a well-defined interface between these components and the application modules is essential for complexity control in safety-critical applications. There are two main motivations for such an effort: (i) separating fault handling concerns of SWFT schemes from functional concerns of the application, and (ii) achieving component-level reuse in developing various SWFT schemes.

Our approach to accomplish these objectives is to develop a middleware which provides essential functionality of the SWFT domain. The middleware includes reusable software components which are used as building blocks for implementing a wide variety of SWFT schemes. This paper presents development of the SWFT middleware and illustrates its potential benefits in developing fault-tolerant applications. The paper also reports our experience on using real-time and object-oriented features of the new standard of Ada (Ada95) [3] for implementing the SWFT middleware. For illustration purpose, the paper focuses on the component-based implementation of one of the identified SWFT schemes — the Distributed Recovery Blocks scheme.

The rest of the paper is organized as follows: Section 2 briefly introduces the object-oriented and real-time features of Ada95 supporting the development of the SWFT middleware. Section 3 gives a short introduction of the basics of software fault tolerance. Reusable components of the SWFT middleware are discussed in Section 4. In Section 5, the integration of the application modules into the SWFT middleware will be discussed. Sections 6 and 7 discuss the implementation of the SWFT middleware using Ada95. Finally, Section 8 provides a conclusion for the paper.
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2 Ada95 Support for Developing Object-Oriented Real-Time Systems

Ada95 is an extension of the original Ada language [4] and provides powerful constructs for composition of robust software components. It has increased the applicability of Ada while retaining the inherent reliability for which it has been originally designed. Ada95 consists of a core language as well as several annexes to support broad application areas and offers several new features some of which are discussed here.

2.1 Support for Large System Development

Ada is a programming language which is mainly designed for promoting the development of large safety-critical systems. Ada95 in turn increases the flexibility of Ada thus making it more suitable for emerging complex applications in the following ways:

- **Object-Oriented Programming**: Ada had originally provided data abstraction and encapsulation facilities. Ada95 fulfills object-oriented programming goals by supporting inheritance, dynamic binding, and polymorphism while remaining a very strongly typed language.

Ada95 provides primary benefits of object-oriented paradigm by extending Ada83 constructs. For example, the tagged type, which is the vehicle for implementing inheritance in Ada95, is an extension of the type derivation. Derived types in Ada83 provides a very simple inheritance facility by which a derived type inherits the operations of its parent type and can add new operations. However, it is not possible to add new items to the derived type. By contrast, in Ada95 a tagged type can also be extended to add new items. This allows the implementation of the inheritance mechanism in Ada95.

- **Hierarchical Libraries**: An important strength of Ada has been the library package where the distinct specification and body decouple the user interface specification from its implementation. This enables the body of a package and its clients to be compiled separately without interference, provided the specification remains unchanged. However, it is desirable for large systems to extend an existing package by adding more functionality without forcefully recompiling its clients. This cannot be done in Ada83. Ada95 provides a solution by introducing the hierarchical library structure. If a package is defined as a child of another package, the child package shares private types and procedures defined in its parent package. Thereby, by creating a child package, the parent package can be extended without recompilation of its existing clients.

2.2 Support for Inter-Task Communications

Normally, inter-task communication and synchronization is either for data sharing or for synchronous communication. Ada83 offers only the rendezvous mechanism for both purposes. Unfortunately, the rendezvous mechanism is not a very efficient technique and has a high overhead especially when used for data sharing.

Ada95 has introduced the protected type construct to provide protected access to shared data without using the high-overhead rendezvous construct. Multiple tasks can safely access individual components of a protected record type simultaneously and the Ada95 runtime system will guarantee mutually exclusive access to the shared data.

2.3 Support for Real-Time Development

One of the major deficiencies of Ada83 in real-time applications is the non-negligible timing inaccuracies incurred by statements such as \texttt{delay}. For example, \texttt{delay T} only guarantees that the corresponding task will be delayed for \texttt{at least T} seconds. Moreover, a task in Ada83 does not have any control on its execution time. Another deficiency of Ada is that its scheduling rules are unsatisfactory especially with regard to the rendezvous. First-in-first-out queuing on entries and the arbitrary selection from several open alternatives in a \texttt{select} statement conflict with the normal preemptive priority rules. For instance, priority inversion occurs when a high priority task is behind a lower priority task in an entry queue. However, Ada95 has introduced the following to allow better real-time behavior:

- Ada95 offers more flexibility in the choice of priority and scheduling rules. It has, for instance, the ability to modify the priorities of tasks at run-time. This capability is provided by the \texttt{Ada.Dynamic-Priorities} package. Moreover, The Real-Time Annex of Ada95 bounds the duration of priority-inversion by the following policy. When a task enters a protected object, it inherits the priority of the protected object. The task regains its own priority when it exits the protected object. The bounded priority-inversion facilitates the timely execution of Ada programs.

- A more accurate real-time clock is available in Ada95. The Real-Time Annex provides the \texttt{Ada.Real-Time} package containing the \texttt{Real-Time.Time} type. The type \texttt{Real-Time.Time} is intended to represent a real-time clock with potentially smaller granularity than the time-of-day clock associated with
Calendar.Time. Furthermore, the value returned by Real-Time.Clock is guaranteed to be monotonically non-decreasing.

- Time-bounded actions can be realized by select delay ... then ... abort ... end select statement. If the execution of the piece of code after abort is not completed in the time-duration specified in the delay statement then it will be aborted and the code located between select and then will be executed.

- delay until statement should be used to delay a task until a particular point of time.

As will be discussed in subsequent sections, some of these new features were employed in developing the SWFT middleware. The tagged types were used for implementing reusable generic software components. We also used the child/parent packaging for developing fault-injection components [5]. Fault-injection components, which are not discussed here due to the space limitation, are responsible for injecting various faults in reusable components. Asynchronous select was used to prevent the infinite waiting for the occurrence of events.

3 Software Fault Tolerance

Due to the inadequacy of fault avoidance and fault removal techniques in eliminating errors from large-scale software, highly reliable software for complex applications is possible only through software fault tolerance. SWFT is normally achieved by using redundancy and/or diversity in the system or some of its components. Most existing SWFT schemes [6] tolerate design errors in the application software by providing multiple versions of the application, assuming that the same design errors will not be committed by different application programmers using different tools.

N-Version Programming (NVP) [7] and Recovery Block (RB) [8] are two most widely used SWFT schemes. The NVP scheme uses multiple functionally equivalent versions of critical software with a voting mechanism for fault detection and result selection. To achieve a better response time, each version should run on a separate computing node. This parallel execution also facilitates tolerating hardware failures.

Software structuring in the RB scheme is based on the recovery block abstraction [8] which has the following syntax:

\[\text{ensure T by P} \]
\[\text{else by A_1} \]
\[\ldots\]
\[\text{else by A_n} \]
\[\text{else error}\]

Here, T denotes the acceptance test, P the primary try block, and B_k, 1 ≤ k ≤ n, the alternate try blocks. All the try blocks are designed to produce the same or similar results. The acceptance test is a logical expression representing the criterion for determining the acceptability of the results of the try blocks. Prior to the execution of a try block, a recovery checkpoint is established by saving the current system state. The execution of a try block is followed by an acceptance test. If an error is detected during the execution of a try block by the acceptance test, then the system will rollback (i.e., restoring the last checkpoint) and retry the application by using the next try block.

The Distributed Recovery Block (DRB) scheme [9] is an extension of the RB scheme to achieve a better response time. Under the DRB scheme, try blocks and the acceptance test are replicated and executed concurrently on different computing nodes. Figure 1, in which the control flow in the fault-free scenario is distinguished by heavy lines, depicts the structure of the DRB scheme with two nodes.

The active node normally executes the primary block and produces the output, while the other node, the shadow node, executes the alternate block and acts as a standby backup. The shadow node takes over the control when the active node fails the acceptance test or crashed.

![Structure of the Distributed Recovery Block](image)

Figure 1: Structure of the Distributed Recovery Block

Several other SWFT schemes have been proposed in the last two decades [10, 11, 12, 13, 14]. To decide on which SWFT schemes should be included in the SWFT middleware, we performed an in-depth analysis of the SWFT domain. Maximum care was taken to make sure that the analysis covers majority of existing schemes with applicable approaches for tolerating software faults. The analysis resulted in a taxonomy of existing SWFT schemes based on the type of redundancy employed. A detailed discussion on the selection criteria and the chosen SWFT schemes can be found in [15].

4 SWFT Middleware

There are two main objectives for building the SWFT middleware:
- Separating fault-handling concerns of fault-tolerance services from functional concerns of the application.
- Achieving component-level reuse in implementing various SWFT schemes.

To fulfill the first objective, the SWFT middleware includes a variety of SWFT schemes to meet different fault-tolerant requirements of the applications. The middleware encapsulates the implementation of SWFT services and thereby facilitates isolation of fault-tolerance functionality from the application. It also provides a set of templates (denoted as the Interface components) for the application to interface with the SWFT services.

To achieve the second objective, the middleware is constructed from a set of reusable software components from which various SWFT schemes are composed. Besides a high degree of reusability, component-based implementation of SWFT schemes facilitates platform-independent testing of the SWFT services by injecting various faults into individual components.

Figure 2 depicts the overall structure of the SWFT middleware and its sub-layers. The SWFT-Component layer is discussed in details here. The next section presents the Interface layer.

![Diagram of SWFT Middleware](image)

Figure 2: The Overall Structure of the SWFT middleware

To identify reusable components, an object-oriented analysis of the well-established SWFT schemes was conducted [16]. In this process, maximum care was taken to make sure that (i) the components capture the common functionality of a wide variety of SWFT schemes, and (ii) application-specific functions are identified and isolated from the the generic SWFT components. The identified reusable components were then classified as Generic SWFT-Support components, SWFT Executive components, and Communication components, as shown in Figure 2.

Analyzing various SWFT schemes shows that some fault-tolerance services are of generic type and are normally employed by several schemes. As an example, several SWFT schemes such as Retry Block [10] and Recovery Block schemes employ the checkpointing mechanism for a possible roll back and retry. Hence, a component with procedures to establishing and restoration of checkpoints can be shared by several SWFT schemes. Such components are classified as generic SWFT-Support components. In Section 7, some of these components will be utilized for the implementation of the DRB scheme.

Functionality of some of these generic components are application-dependent. For example, the data to be saved and restored by the checkpointing component is highly dependent on the application. In order to be applicable to various applications, generic SWFT-support components such as the checkpointing component should be developed in the form of base (very likely abstract) classes. However, subclasses of these generic classes will be derived and included as the Interface components. This will allow the reuse of the SWFT components for different applications without any change.

For each individual SWFT scheme, there should be a component which is responsible for managing orderly execution of the scheme: (1) initialization of the execution of the scheme including the activation of various tasks, (2) managing redundancy employed, and (3) producing a correct output. Such components are classified as SWFT Executive components.

Finally, generic Communication components are provided for reliable inter-node communications.

5 Integration of the SWFT Middleware with the Application Modules

The components in the SWFT middleware are designed in a way that they can be employed by various applications with no or minimal changes. The SWFT-Component layer is completely isolated from the application by the Interface layer. The components in the Interface layer encapsulate all the application-dependent features facilitating a clean interaction between the SWFT components and application modules, as shown in Figure 2.

Interface components are further classified into the following two types:

- **Derived Components:**
  As discussed earlier, some of the generic SWFT-support components are developed as abstract classes in order to be application-independent. The inheritance mechanism can be used to augment application specific functionalities to these abstract classes. The Interface layer provides templates for such subclasses. For example the checkpointing component can have a subclass with procedures for establishing and restoration of the application states. Templates
for such subclasses are called the Derived components and are provided in the Interface layer.

- **Interaction Components:**
  Obviously, SWFT components have to communicate with the application. This, however, may contradict with the genericity of the SWFT components. This is especially true, when the implementation platform does not provide efficient message passing communication facilities. For example, a natural way for the inter-component communication in Ada is rendezvous. For making a rendezvous between two tasks, one of the task must know the name of the other. To realize a loose interdependency between SWFT components and the application, the Interaction components (as part of the Interface layer) are introduced to act as communication interfaces between the SWFT components and the application. The templates of the Interaction components are also provided in the Interface layer.

To integrate an application with the SWFT middleware, the application developer should complete the templates provided in the Interface layer. Completion of the templates can be done automatically using a user-friendly graphical use interface (GUI). Such a GUI is currently being developed.

## 6 Implementing SWFT Middleware in Ada95

We now discuss how the reusable components and the SWFT middleware were implemented in Ada95. In the course of this discussion, the components will be classified according to their invocation behavior. Each class will then be mapped into a suitable Ada95 construct. Possible approaches for implementing inter-component communication in Ada95 will also be discussed.

### 6.1 Mapping Reusable Components into Ada95 Constructs

The reusable components are classified into three categories:

- **Active objects**
  An active object is an object which possesses its own execution thread(s). Additionally, an active object may also provide services to other objects.

- **Passive objects**
  Passive objects do not own any execution thread and merely act as service providers to other objects. Passive objects are stateless, meaning that they do not maintain any long-life data used by successive services.

- **Shared-data objects**
  Shared-data objects maintain data stores to which multiple objects may have mutually-exclusive access.

Each individual category is mapped into a suitable Ada95 construct in the following way:

- A passive object is implemented as an Ada package which does not own any task. Care was taken to make sure the package for a passive object does not possess any persistent global data item. In other words, all data communication between a server package and its clients are realized by passing parameters.

- An active object is implemented as an Ada package with a task for each of its execution threads.

- A shared-data object is implemented using the protected record type provided in Ada95, thereby the Ada runtime system guarantees mutually exclusive access to the shared data.

### 6.2 Tightly-Coupled Objects vs. Loosely-Coupled Objects

Two approaches to the implementation of object interactions in Ada95 may be used. The first approach, called *tightly-coupled* interactions, employs the rendezvous concept for the interaction between a server and its clients. In this approach, all objects residing in a processor share a single address space and should be compiled into a single process consisting of concurrent tasks interacting with synchronous rendezvous. This method of packaging all objects as a single program is easy to implement. However, it has a major drawback that any change in an object leads to the rebuilding of the entire program. Moreover, one of the interacting objects should be aware of the name of the other interacting object (because of the rendezvous semantics). This reduces the autonomy of reusable components to some extent.

The other approach, which is denoted as *loosely-coupled* interaction, implements interactions between objects using lower-level communication facilities such as socket-based communication mechanisms. This approach provides a higher degree of object autonomy. However, we learned during the implementation that loosely-coupled interactions introduce non-negligible overhead if not used carefully.

It is hard to say whether one approach has to be generally preferred to the other. Our experiments suggested that one practical hybrid solution is to partition the system into several subsystems based on criteria such as communication pattern and use tightly-coupled interactions among objects located in the same subsystem, while employ loosely-coupled interactions among objects residing in different subsystems. In our implementation, the SWFT middleware and the application were considered
as two separate subsystems and their interactions were implemented using loosely-coupled interactions.

7 Middleware Implementation of DRB with Ada95 support

This section describes component-based implementation of the DRB scheme in Ada95.

Figure 3 depicts components used in implementing the DRB scheme and their control and data flow. Due to the space limitation, individual components are not discussed here. However, the role of the Application Execution Interface component needs some clarification. The Application Execution Interface component is the only interaction component used in the implementation of DRB and acts as a communication interface between the Try Block component and the application in the following way. It first makes a rendezvous with the Try Block component to receive the command for initiation of a new cycle of the application. Upon completion of the rendezvous with Try Block, Application Execution Interface makes another rendezvous with the application to start a new cycle of the application. Using a similar approach, Application Execution Interface passes the result of the completed cycle to Try Block.

7.1 Tagged Types for Inheritance

The ultimate goal in designing the SWFT components is their maximum reusability. These components should be designed in the way that they can be reused by various applications with no or minimal changes. However, there are functionalities which may vary from one application to another. As an example, the Checkpoint component, which is responsible for establishing and restoring checkpoints, is highly dependent on the application. The inheritance mechanism provided by Ada95 are used to separate application-specific concepts from application-independent features. The CHECKPOINT record type is designed as a tagged record type on which the GET_CURRENT_CHECKPOINT_NUMBER procedure can be applied. The application designer can then introduce a new type APPLICATION_CHECKPOINT type which is defined based on the CHECKPOINT type. As shown in the following piece of code, two new procedures, namely ESTABLISH and RESTORE, can be additionally applied to APPLICATION_CHECKPOINT type.

![Code Snippet]

-- Specification for general checkpoint package.
package CHECKPOINT_PACKAGE is
  type CHECKPOINT is tagged record
    CHECKPOINT_NUMBER : integer;
  end record;
function GET_CURRENT_CHECKPOINT_NUMBER return integer;
  -- other application-independent procedures
end CHECKPOINT_PACKAGE;

We adopted the same technique for other application dependent features such as the Acceptance Test component.

7.2 Asynchronous Transfer of Control for Time-Bounded Computations

There are occasions during the execution of the SWFT schemes where an ongoing action should be abandoned when specific conditions (such as when the execution time of an activity exceeds a predetermined limit) arise and an alternative action should be taken. As an example, when DRB Executive orders the Try Block to execute a new application cycle, the DRB Executive should receive the result of the execution by a predefined time-limit, say $T$. If $T$ time-units elapsed and DRB Executive has not received the result, it should abandon normal execution of the scheme and take a recovery action. Thereby, waiting for the result of application execution should be terminated before $T$ time-units elapsed, otherwise the action (i.e., waiting for the application result) should be abandoned and it should then be concluded that the application has either experienced a timing fault or died. This course of action can be done using "select-then-abort" [3] statement introduced in Ada95 as shown below.

SEND_ORDER_TO_TRYBLOCK;
select
  delay MAXIMUM_APPLICATION_EXECUTION_TIME;
  TAKE_RECOVERY_ACTION;
then abort
  WAITING_FOR_APPLICATION_RESULT(APPLICATION_RESULT);
end select;

SEND_ORDER_TO_TRYBLOCK orders the Try Block component to manage execution of a new application cycle. Then the DRB Executive component executes the select statement which suggests the execution of the WAITING_FOR_APPLICATION_RESULT procedure until MAXIMUM_APPLICATION_EXECUTION_TIME seconds elapse. If the control does not return from the procedure by this time-period, then the execution of WAITING_FOR_APPLICATION_RESULT will be abandoned.
Figure 3: Component-based Implementation of the Distributed Recovery Block

and the **TAKE_RECOVERY_ACTION** procedure will be activated. This cannot be easily implemented in Ada83. The only solution in Ada83 is dedicating a task for **WAITING_FOR_APPLICATION_RESULT** so that the task can be aborted as the time limit expires. Of course, dynamic creation and abort of tasks is not recommended in critical applications.

### 7.3 Protected Types for Shared Data

In Ada83, the rendezvous model is used for both task synchronization and data-sharing purposes. Unfortunately, use of rendezvous has not been entirely satisfactory especially for data-sharing. It requires additional tasks to manage the shared data which often leads to a poor performance. Ada95 introduced the concept of protected types which provides orderly and synchronous access to shared data with no additional tasks.

The following piece of code illustrates the use of protected type in DRB implementation. **RB_DATA_STORE** maintains DRB configuration status such as the role of each node, the versions of application software being executed, and the health status of participant nodes. **MY_ROLE**, for example, is an item of the shared data and can only be accessed through procedures **GET_NODE_ROLE** and **SET_NODE_ROLE**. For each shared data in item **RB_DATA_STORE**, possible ways to access the data were considered and implemented as procedures.

```markdown
protected RB_DATA_STORE is
  function GET_NODE_ROLE return ROLES;
  procedure SET_NODE_ROLE (NEW_ROLE : in ROLES);
  -- ...
  -- Other procedures to manipulate other
  -- protected data items
  -- ...
private
  MY_ROLE : ROLES;
  PEER_ROLE : ROLES;
  -- ...
  -- Declaration of other protected data items
  -- ...
end RB_DATA_STORE;

protected body RB_DATA_STORE is
  function GET_NODE_ROLE return ROLE is
    begin
      return MY_ROLE;
    end GET_NODE_ROLE;
end RB_DATA_STORE;

protected body RB_DATA_STORE is
  procedure SET_NODE_ROLE (NEW_ROLE : in ROLES) is
    begin
      MY_ROLE := NEW_ROLE;
    end SET_NODE_ROLE;
  -- ...
  -- bodies of other procedures
  -- ...
end RB_DATA_STORE;
```
8 Conclusions

This paper described a research effort in developing a software fault tolerance middleware by which the complexity of the SWFT schemes is hidden from the application developers. The SWFT middleware thus provides an easy-to-use and clean interface between the SWFT schemes and the applications. It consists of a set of reusable components from which a variety of SWFT schemes can be implemented. Our experience demonstrated the effectiveness of the SWFT middleware in isolating fault-tolerance functionality from the application. The SWFT middleware was implemented using the real-time and object-oriented features of Ada95. The implementation illustrated that new features of Ada95 are very useful for developing complex real-time applications.
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